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Abstract Reaction time (RT) and error rate that depend on stimulus duration were measured in
a luminance-discrimination reaction time task. Two patches of light with different luminance were
presented to participants for ‘short’ (150 ms) or ‘long’ (1 s) period on each trial. When the stimulus
duration was ‘short’, the participants responded more rapidly with poorer discrimination performance
than they did in the longer duration. The results suggested that different sensory responses in the
visual cortices were responsible for the dependence of response speed and accuracy on the stimulus
duration during the luminance-discrimination reaction time task. It wasshown that the simple winner-
take-all-type neural network model receiving transient and sustained stimulus information from the
primary visual cortex (V1) successfully reproduced RT distributions for correct responses and error
rates. Moreover, temporal spike sequences obtained from the model network closely resembled to the
neural activity in the monkey prefrontal or parietal area during other visual decision tasks such as

motion discrimination and oddball detection tasks.
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1 Introduction

Measuring reaction time (RT) in sensory discrimination or detection tasks is one of the most popular
methods to investigate the information system of the brain from sensory to higher-order processing,
because response speed and trial-to-trial fluctuation of RT are considered to reflect the neural pro-
cessing for decision formation in the brain. So far, many psychological and computational models have
tried to explain responses that depend on various stimulus factor such as luminance, contrast, spatial
frequency, etc. The most typical is ‘Evidence accrual models (Sequential-sampling models)’, in which
the information of stimulus, ‘evidence’, is collected and integrated, and discrimination is completed
when the ‘evidence’ reaches a threshold {cf. Rouder 2000; Smith and Ratcliff 2004; Ratcliff 2002).
Among those models, the diffusion models and several leaky competing accumulator models success-
fully reproduced RT and accuracy, or error rate in various discrimination tasks (cf. Ratcliff 2002;
Ratcliff and Smith 2004; Usher and McClelland 2001 ), however, they were insufficient to account for
nreural mechanism that enables perceivers to discriminate stimuli.

Meanwhile, neural activity showing similar temporal development to the ‘evidence’ in accumulator
models has been found in monkey’s parietal and prefrontal area such as the lateral intraparietal area
(LIP) and the frontal eye fields (FEFs) during visual motion discrimination tasks in which a monkey
reported its decision by saccadic eye movements (Roitman and Shadlen 2002; Schall and Bichot 1998;
Shadlen and Newsome 1996; Smith and Ratcliff 2004). According to the studies, the neural firing
rates in those decision-related areas increased gradually; the saccadic eye movements then occurred
after a fixed period when the firing rates reached a threshold. Moreover, response speed and monkey’s
decision seemed to be predicted by the neural activity of those decision-related areas.

As for the real neural circuits in the brain which accomplish to integrate and discriminate sensory
stimuli, several models have given plausible explanations for the relation between neural activity of
decision-related areas and perceptual decisions (Mazurek et al. 2003; Machens et al. 2005; Shadlen
et al. 1996; Wang 2002). For example, monkey’s psychometric function and the neural activity in
LIP during visual motion discrimination tasks were reproduced by the biophysically realistic neural
network model that included fast and slow recurrent excitation and feedback inhibition (Wang 2002).

But these models did not address the detailed description of RT distributions for both correct and error



Luminance discrimination and the model neural network 3

responses. The models are mainly for neural computation in fixed-delay tasks where participants or
monkeys need to keep their decisions during delay period before response. Sensory stimuli represented
in their models are relatively too simplified compared to the real activity in sensory cortices; these
studies are, therefore, insufficient to discuss the contribution of various response dynamics in sensory

cortices to decision formation.

Kinoshita and Komatsu (2001) recorded strong transient visual responses at the onset and offset
of a pulsed surface stimulus and sustained activity accompanying luminance intensity during stimulus
presentation in monkey’s primary visual cortex, V1. Moreover, it has been suggested that these V1
activities are involved with the dependence of brightness perception on the temporal context between
two neighboring stimuli (Eagleman et al. 2004). Therefore, we should investigate more carefully the

relation between sensory response dynamics and perception.

In this paper, we conducted a psychophysical experiments of luminance-discrimination reaction
time tasks, in which participants discriminated two flashes with a slight difference in luminance. They
responded more rapidly and with more errors in shorter stimulus duration (max 150 ms) than they did
in longer stimulus duration (max 1 second). Next, assuming that the brain utilizes not only sustained
information but also transient information of the stimuli, we proposed a neurally appropriate network
model that receives both transient and sustained inputs representing sensory responses in V1 and
that comprises fast and slow excitation as introduced in Wang’s model. The predicted data from the
model such as changes in shape of RT distributions and error rates that occur across conditions are
consistent with those of our experiments. The spike sequences produced by the model have common
features to those of neural activity in the decision-related areas during visual motion discrimination
tasks. According to the model, more rapid responses in shorter stimulus presentation is due to the
transient input at the offset of stimuli, and smaller difference of synaptic input frequencies between the
stronger and weaker flashes results in an increase of error responses. Furthermore, we evaluated the
power ratio of the transient and sustained inputs sufficient for our experimental results by modulating

relative synaptic strengths of the two inputs.
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2 Psychophysical experiments of luminance discrimination

2.1 Methods

Five university students (GA, SS, NS, SY, KT, YS; three females and three males, mean age 24.2 years
ranging from 22 to 26 years) participated in the experiment. All had normal or corrected-to-normal vision.
Each participant was required to compare two flashes appearing simultaneously on the right and the left of a
fixation point (FP), keeping his/her gaze 1o the FP and to press a button that corresponds to the perceived
brighter flash as rapidly and accurately as possible using his/her index or middle finger. Since the stronger
flash was presented randomly on each side with equal probability, the difference in response speed between
those two fingers was counterbalanced, if any. The participants were not forced to respond; they did not press
a button if they could not recognize the luminance difference between the two flashes.

Green light-emitting diodes (LEDs) with dim white covers set on a grey board {20.2 degrees high and 14.4
degrees long) wete used for stimulus and the FP. Luminance of the board was 3 cd/m® when all the LEDs
were extinguished. As in Fig. 1, the two LEDs for stimulus (0.57 degrees each) were placed at the left and the
right (2.7 degrees) of the FP.

The two flashes of those stimulus LEDs had a slight difference in luminance on each trial. In ‘hard’
condition, the stronger luminance was 10.3 cd/ m? and the weaker was 7.7 cd/m?, while in ‘easy’ condition
the stronger was 10.8 cd/m?® and the weaker was 7.2 cd/m?; the average luminance of two flashes was fixed to
9 cd/m? for both conditions. The luminance of the FP was 20 ¢d/m”. A luminance meter (Minolta, LS-100)
was used for measurement of luminance.

On each trial, the two flashes were presented simultaneously to a participant after variable intervals (ranging
600 - 1000 ms, 800 ms on average) of FP presentation (Fig. 1b). The pulsed stimulus flashed for 150 ms in
the ‘short’ conditions and for 1 second in the ‘long’ conditions. Irrespective of the stimulus duration, all lights
were extinguished at the time the participant responded to the stimulus. Four conditions (the two luminance
differences and the two stimulus durations} were chosen in random order through the task. It took 4 seconds
for one trial. Each participant took an appropriate break after every 100 trials and performed approximately
800 trials, which resulted in approximately 200 responses for each condition.

Stimulus presentation and collection of responses were controlled by a laptop computer (CPU=700MHz,
RTLinux) through an analogue multi-fanction I/O card (Contec AD12-8PM) with a sampling time of 100 us.
If the participant mistakenly pressed a button inconsistent with his/her decision, the response was excluded

as a motor error by pressing a cancellation button by the end of the trial. The time from stimulus omnset
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to the button pressing was defined as an RT at each trial. RTs that exceeded 700 ms were removed from
data analysis. An RT distribution as a probability density function for each stimulus condition was calculated
by fixed-width histogram estimate with smoothing parameter of 2 ms (Zandt TV, 2000). Ar error rate for
each condition represents the ratio of error responses to the total responses excluding the motor errors. An

answering rate is defined as the ratio of response occurrences to total trials for each condition.

2.2 Results

Mean RT and standard deviation (SD) of RT on correct responses for each participant are presented
in Fig. 2. RT distributions of three participants in the hard condition are shown in Fig. 3. As can be
seen from Fig. 2 and 3, the participants responded faster in the sbo;t condition than they did in the
long condition (**p <.01, F = 126.1, Two-factor ANOVA), and the SDs were also bigger in the short
than in the long conditien (**p <.01, F = 29.8). Tolhurst (1975) also found smaller RT variability in
shorter stimulus presentation through the luminance detection tasks of sinuscidal gratings; he used
near threshold contrast. On the other hand, suprathreshold stimulus was used for our experiment,
therefore the answering rates of most of participants reached nearly 100 % in both short and long
conditions (see Fig. 3).

As is seen from Fig. 4, the shorter stimulus duration brought about more error responses; the
difference that depends on stimulus duration was statistically significant (**p <.01, F = 45.1). As
the task gets easier, the difference between the short and the long conditions of error rates would be
reduced.

In the following chapter we discuss the dependency of luminance discrimination performance on
stimulus durations, providing a simple neural network model based on the response dynamics of visual

cortex.

3 Modeling of luminance discrimination
3.1 Methods

3.1.1 Visual stimuli The brain should have different channels that encode specific stimulus attributes

such as intensity; it should select among these channels as sensory information which is necessary to
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execute a task, and integrate them to decision formation. Tolhurst (1975) predicted the contribution of
a transient pathway encoding sudden changes of stimulus intensity under luminance detection tasks.
Moreover, several computational models for luminance detection and discrimination tasks have been

proposed, in which both transient and sustained information are crucial (e.g. Rouder, 2000).

From electrophysiological recordings of surface-responsive neurons in V1 during surface lumi-
nance stimulation, the transient and sustained responses have been observed; those neurons responded
sharply at the onset and the offset of an uniform surface stimulus and show sustained activity during
stimulus presentation (Kinoshita and Komatsu, 2001). The intensity of both transient and sustained
responses varies as a function of luminance when the surface luminance is stronger than that of its

surround.

How did these two different response dynamics influence luminance discrimination in our reaction
time task? It seems reasonable to suppose that a transient information accompanying the stimulus
offset would influence at least the short condition but not the long condition, because all participants
completed their responses within 700 ms from the onset on almost all trials whereas the flashes lasted
1 second unless they pressed a decision button in the long condition (see answering rate in Fig. 3).
Thus transient, offset-responses would be essential as well as onset-responses for discrimination in the

short condition.

Although luminance processing begins in the retina, there is no doubt that luminance discrimi-
nation takes place in the higher-order cortices above V1 as suggested in other visual discrimination
tasks (Shadlen and Newsome, 1996; Romo and Salinas, 2003; Eagleman et al., 2004 etc). Thus the
neural responses to luminance in V1 would indicate more valid or essential sensory information that
the higher cortices use for decision formation than the responses in the retina or the lateral geniculate

nucleus (LGN).

Although most responses of single surface-responsive neurons in V1 have both transient and sus-
tained components to a pulsed surface stimulus, completely separated transient and sustained re-
sponses were prepared for sensory information in our model to study contributions of the respective
responses to luminance discrimination. The dependence of response intensity on luminance in the

transient and sustained pathways was, on the other hand, based on the data from surface-luminance
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stimulation by Kinoshita and Komatsu (2001). Time courses of the transient and sustained responses
derived from our model are depicted in Fig. 5 (also see Appendix). Interspike intervals (ISIs} with cer-
tain average spike frequency that depends on luminance are noisy on every trial in identical stimulus
conditions; the ISIs obey inhomogeneous Poisson process (Dayan and Abbott, 2001; Koch and Segev,

1998).

3.1.2 Neural network model for luminance discrimination The model network realizes a typical
winner-take-all typed structure representing the cerebral cortices higher than V1, such as LIP. As
indicated in Fig. 6, two groups {1 and 2) comprising excitatory and inhibitory neurons compete each
other through mutual inhibition, according to the essential neural computation for comparison and
discrimination of stimuli (for example, Machens et al., 2005). The excitatory neuroas E;; (i = lor 2, §
=1 to 20) in each group receive sensory input through AMPA-mediated synapses and excite other E
neurons through AMPA- and NMDA- mediated synapses. The interneurons I;j; (i =1or2,j = 1to 5)
recelving excitatory inputs from E neurons of the same group i weakly inhibit E neurons in the group
i and strongly those in the opposite group j (j # 1) through GABA-mediated synapses. Neurons Y; (2
= 1 or 2) are introduced for detection of strong network activity by excitation from all E neurons of
the group ¢ through AMPA- and NMDA- mediated synapses. Patterns of sparse connections between
E;; neurons or E,; neurons and I;; neurons are randomized. Since our goal here is to provide an
essential and sufficient model that explains the neural computation of the luminance-discrimination
reaction time task, detailed description of neuronal or synaptic mechanisms and cortical connectivity

were beyond the scope of our study.

It can be assumed that each group (1 or 2) receives sensory inputs corresponding to either stronger
or weaker flash respectively because the two flashes were fully separated (5.3 degrees) from each other;
each stimulus would be, therefore, encoded in the different places at least in V1. Although in our
experiments the stronger flash appeared in the left or the right side of the FP, for simplicity, the side
for the stronger flash was fixed - that is, the group 1 always received the stronger flash and group 2

received the weaker flash.

10
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3.1.8 Decision rule In the experiments, participants were instructed to press a decision button at
the time he/she discriminated the brighter flash by using the specified fingers; the index finger to the
left and the middle finger to the right. Thus a restricted area that controls the movement of either
finger in the motor cortices would be activated when a participant started the response. In the model,
the firing of neuron Y; (see Fig. 6) is assumed to correspond to the origin of motor program or motor
signal. We defined an RT as the first firing time of neuron Y; (z = 1 or 2} from the stimulus onset. Since
excitatory spike input representing the stronger flash is always presented to the group 1, a decision
is correct when neuron Y, first starts firing, then it becomes an error response when neuron Y, first

starts firing.

3.2 Results

3.2.1 Reproduction of discrimination properties Mean and standard deviation (SD) of RT derived
from the model and the experimental data are shown in Fig. 7a, respectively; each value is an average
of five different patterns of the random interconnections in the model and of six participants in the
experiment, respectively. The dependence of mean RT and response variability on stimulus duration
derived from the model is consistent with that of the experiments. In the model, the faster and the
less variable responses in the short presentation are due to the transient input at the stimulus offset.
The predicted mean RTs are, however, approximately 170 ms shorter than those of the experiment.
The reason for this would be that the model only expresses encoding and discrimination process of
stimuli but not including motor programming and signal transmission to the peripheral nerves and
musculo-skeletal system. In view of the fact that the motor preparation time was optimized to be
approximately 200 ms through neural activity in monkey’s LIP during motion detection task (Cook
and Maunsell, 2002), the discrepancy between the predicted and experimental values of mean RT
would be compensated.

Regarding error rates, the model also reproduces the similar features to those of the experiment:
the number of error responses increases in the shorter presentation (Fig. 7b). This would be due to the
frequency difference of the stronger and the weaker synaptic inputs associated with stimulus duration

in each sensory pathway; the bigger the frequency difference becomes, the more easily the activity of

11
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group 1 that receives stronger input grows enough to activate Y; neuron, which results in less error
responses. In the short condition, the frequency difference in a sustained pathway grows first but starts
to decrease approximately at 150 ms due to the stimulus offset, while the difference still grows in the
long condition at least about 150 ms (see thick lines in Fig. 5 a and b, and continuous lines in Fig.
8}. This is one reason for error increase in the short condition. Another reasor lies in the frequency
difference in transient inputs since sufficient amount of the difference can only be found at limited
phase of the onset and offset of stimulus (see thin lines in Fig. 5 a and b, and broken lines in Fig. 8).
In simulations, the synaptic strength of the transient pathways Ci,a was set to 36 % of that of the
sustained pathways Cyyus (Ctra=0.35, Cyus =0.97). Since a weak connection causes low spike sensitivity,
the frequency difference of the stronger and the weaker inputs would have only a little effect on E
neurons. In the following chapter we discuss how strengths of synaptic input from the transient and
sustained pathways to the network affect response characteristics that the model predicts.

Although the model successfully reproduced the dependence of error rates on stimulus durations,
the predicted values were rather inconsistent with experimental ones especially on the hard condition.
One possible explanation would be that the model estimates smaller frequency difference of visual
responses between the stronger and weaker flashes compared with real ones in human V1. Since the
level of error rate level can be controlled by modulating the frequency difference in our model, this

difference between the model and the experiments is, therefore, not a critical point to be addressed.

3.2.2 Neural activities during stimulus discrimination Fig. 9 shows the time courses of average activ-
ity functions among neurons E,; in respective groups (for the methods, see Appendix). Both activities
of two groups start rising at the onset, then, on correct responses (thick lines in Fig. 9), the activity
of group 1 (thick continuous line) sharply increases while the activity of group 2 (thick broken line)
is suppressed. On the other hand, an opposite characteristic is seen on error responses (thin lines in
Fig. 9). In this case, the rising rate in early period is smaller than that on correct responses, which
results in longer mean RT (indicated by perpendicular lines within Fig. 9). This would be due to the
weaker sensory inputs to the group 2 compared with those to the group 1. It should be noted that
such temporal activities have been observed in decision-related cortices during motion discrimination

(Roitman and Shadlen, 2002; Schall and Bichot, 1998; Shadlen and Newsome, 1996; etc) and oddball

12
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(Murthy et al., 2001) tasks, although the activities show a small dip immediately after the onset
in those cortices, which is not observed in our model. As a whole, our model can predict not only
behavioral response properties but also ramped-like activity of decision-related cortices during visual

discrimination.

3.2.8 The role of slow integration through NMDA-mediated synapses The decaying time constant
of NMDA-mediated synapse is much longer than that of AMPA-mediated synapse (see e.g., Dayan
and Abbott, 2001): in our simulations, wmpa,d = 100 ms and Tampa = 2 ms. The slow time con-
stant like NMDA-type synapse enables the recurrent network to integrate firing information in longer
past period, which is impossible for the network with AMPA-mediated excitation alone. Wang (2002)
introduced NMDA-mediated synapses to a biophysically realistic neural network model that repro-
duced both neural activities in LIP and monkey’s psychometric function during random dot motion
discrimination tasks (Shadlen and Newsome, 2001), in which a monkey was required to maintain its
decision during a fixed delay period before the response by saccadic eyve movement to the target. He
suggested that slow integration would be also important for reaction time tasks like our experiments.
In our model, if NMDA-mediated synapses are not included, synaptic connections of AMPA-mediated
synapses need to be much stronger to ensure signal propagation. In this case, however, mean RT and
trial-to-trial variability in RT get much smaller than the experimental values, while precise data are
not shown in the present paper. In addition, too strong connections of AMPA- and NMDA-mediated
synapses result in too rapid excitation within a group, which also diminishes the difference between

mean RTs or error rates of the short and the long conditions.

3.2.4 Synaptic parameters that modulate absolute RT We confirmed that synaptic strengths between
E neurons and Y, neuron, Cy f.s¢ atid Cy sjow, did not affect fundamental features of discrimination if
they were within a proper range. For example, 30 % loss of Cy s did not affect RT variability (SD)
and error rate, but mean RTs became longer approximately by 12 ms due to the weak connection
to reuron Y;. Another example is that one and a half as strong as normal strength (Cy e = 1.46)

led to shorter mean RT approximately by 13 ms while SD and error rate were unchanged. Further

13
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intensification of the synaptic strength, however, diminished the differences of RT and error rate

between the short and the long conditions.

4 Discussion

4.1 Influence of dynamics in sensory response upon luminance perception

From the psychophysical experiments and modeling study, as we have seen, dynamics in sensory rep-
resentation in the brain influences luminance discrimination. Recently Eagleman et al. (2004) reported
an interesting phenomenon, ‘Temporal Context Effect, TCE’, in which the perceived brightness of a
brief flash with identical luminance intensity was modulated as a function of the temporal context
between the flash and the spatially neighboring object with constant luminance. They suggested that
the TCE would be produced by adapting and non-adapting sensory responses seen among surface-
responsive neurons in V1. Although the phenomenon would support our model in term of participation
of detailed dynamics of sensory response, it needs further investigation about how temporal dynamics
of sensory responses influence perception. Besides, if other kind of stimuli of visual or other semsory
modalities cause the similar sensory responses as surface-responsive neurons of V1, we might get the
same discrimination properties dependent on stimulus durations as our experiments.

Our model suggests that the faster responses for the short stimulus duration may be due to
transient responses in the sensory cortices - that is, the experimental results are mainly based on
the response dymamics in the sensory processing stage among the whole process including sensory
encoding, comparison and decision, and motor programming. This assumption would be plausible
because the participants could not switch their strategies corresponding to each stimulus duration
in advance due to the random presentation of either the short or the long duration. However, we
cannot completely exclude the possibility of the involvement of some perceptual biases. For example,
the participant might have decided that he/she would make a response as rapidly as possible when
he/she noticed a sudden disappearance of stimulus, while the rapid response due to the perceptual
bias would be driven fundamentally by sensory information of the sudden disappearance. Since faster
responses would be based on rapid increase in neural activity of the decision-related networks, thus,

even without the transient inputs from the sensory cortex, the network will receive positive feedback

14
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that has similar feature to the transient semsory responses from other cerebral cortices in the short

condition under perceptual biases.

4.2 Relation of synaptic strengths between transient and sustained pathways to task performance

In simulations, as we noted in 3.2.1, the synaptic strength of transient pathways Ci,, was 36 % of
that of sustained pathways Cays (Cira=0.35, Cy,y5=0.97). Then how does the intensity difference of
the two pathways influence decision formation in the luminance-discrimination reaction time task? To
examine it quantitatively, we compared SD of RT and answering rate with seven different proportions
of Cira to Cyys from 0.1 to 0.7 in the hard condition, keeping the total synaptic strength to be 1.32 as
used in previous simulations. As Fig. 10a indicates, the increase of transient strength results in lower
RT variability for the short condition whereas inverse characteristic is observed in the long condition.
The low variability in the short condition is due to the stronger transient inputs, especially those
caused by stimulus offset, and the more dispersive RT in the long condition results from considerable
weak sustained inputs. The low proportion of transient input strength such as 0.1 produces different
discrimination features compared with the experiment, namely the larger RT variability for the longer
stimulus duration. The answering rate derived from the model! is also inconsistent with empirical value
for the too low or too high proportions of transient input strength as seen in Fig. 10b. The drops in
the answering rate for the short condition would be because the transient input in a part of trials
was too weak to make the network activity reach the threshold. Similarly, in the long condition, the
answering rate at low proportions of sustained input strength such as 0.6 and 0.7 decrease due to
the considerable weak sustained inputs. From these considerations, it would be entirely valid to say
that the brain uses not only the sustained information but also the transient information to process
the luminance discrimination task, although the sustained inputs are main source. The appropriate
ratio of transient input strength to sustained input strength predicted at least from the model will be

within the range of 0.3 - 0.5.

15
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4.3 Relation between properties of the P and M pathways and luminance discrimmination

Many studies have attempted to determine the link between RTs and the neural mechanisms in the
early stages of visual processing (Murray and Plainis, 2003; Burr and Corsale, 2001; Plainis and
Murray, 2000). From physiological and psychological studies, it is well known that there are two main
retino-cortical pathways, called the magnocellular (M) and parvocellular (P) pathways. The M and
P neurons have distinct contrast gain properties, depending on luminance and spatial frequency of
sinusoidal gratings {e.g. Murray and Plainis, 2003; Purpuraet al., 1990; Purpura, Kaplan and Shapley,
1988). They are also different in the size of receptive fields (RFs). In this study, we did not design the
experiment taking precisely account of neural interactions between neurons each RF¥ of which covers
distinct region of a flash, and the model has minimal network structure to demonstrate response
characteristics in the experiment. Although it is bard to conduct a direct comparison between the M
and P pathways and the model of neural processing for luminance-discrimination, we shall consider it
for the moment.

It is well known that M neurons have high luminance contrast sensitivity (high contrast gain}, but
saturate at fairly low contrasts, on the other hand, P neurons have low contrast gain but specialize in
extracting colour and, high spatial frequency information (Murray and Plainis, 2003; Purpura et al.,
1990). Since the stimulus used in our experiments was chromatic and far above detection threshold,
P neurons may contribute mainly to luminance discrimination. As many studies like those by Plainis
and Murray (2000) show, M neurons almost exclusively contribute to stimulus detection under the
condition of low luminance or low contrast, it remains uncertain how the processing of suprathreshold
contrast influences RTs (Murray and Plainis, 2003).

Sensory responses in the transient and sustained pathways of the model at low luminance level
have similar gain properties to those of the P and M pathways. According to equations (1) and (6) in
Appendix, the response gain in the transient pathway at low luminance near background is relatively
high, but that in the sustained pathway is extremely low. Therefore, for stimulus detection of such low
luminance and low contrast, the transient pathway is crucial. As for this point the transient pathway
can be regarded as M pathway and the sustained pathway as P pathway. At the low luminance,

however, current response frequency and synaptic connection with decision network in the transient
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pathway are too weak to excite the network activity above the decision threshold with probability
at least above chance level. For example, we preliminarily measured RT to single stimulus of 4 or 5
cd/m? and obtained 100 % of answering rate, but the answering rate derived from the model dropped
markedly. Since reaction time tasks are biased toward transient activity of the stimulus (Murray
and Plainis, 2003), the buildup of synaptic strength from transient pathway would be one way of
representing the above biases with almost perfect answering rates.

RT vs. the reciprocal of contrast (1/C) functions are bi-linear in various spatial frequencies of
gratings (Murray and Plainis, 2003). They account for the RT-contrast relationship by that at low
contrasts only M neurons having high gain and fast response are activated, and as the contrast of
the stimulus increases, P neurons are recruited. The similar relationship also can be expected at low
luminance for the model; the gain of the transient response is constantly high whereas that of the
sustained response increases with stimulus intensity. Since the synaptic strength of semsory input
from the transient and sustained pathways to the decision network is tuned best to the task at mean
luminance of 9 cd/m? in the present model, it needs further discussion about how the network adjusts
luminance-discrimination tasks at various luminance levels, which is due to dealt with in our study in

the near future.

4.4 Effects of instruction for participants

In our experiments, participants were required to respond as rapidly and- accurately as possible.
Empirically, speed-stress instructions result in faster and less accurate responses, whereas accuracy-
stress instructions result in the converse, which is called ‘speed-accuracy trade-off” (Smith and Ratchff,
2004; Reddi and Carpenter, 2000). The phenomenon can be explained computationally by controlling
the level of a decision threshold according to instructions; low threshold for speed instructions and
high threshold for accuracy instructions (Reddi and Carpenter, 2000).

Is it possible to incorporate the speed-accuracy trade-off in our model? One possible neural rep-
resentation would be to modulate the synaptic strength of connections between sensory neurons and
decision network, where the stronger connections correspond to speed-stress and the weaker connec-

tions correspond to accuracy-stress. The other would be introducing a global inhibition to excitatory
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neurons of group 1 and 2; intensity of the inhibition will control a decision-threshold in the network
activity. The stronger inhibition causes the network to integrate visual information more slowly and
securely, which would correspond to accuracy-stress. This issue deserves to be studied more in detail

but is beyond the scope of the present paper.

4.5 Origin of RT varability

Trial-to-trial variability of RT in our model depends on the variability in spike sequences at which
frequency F,(t) represents temporal intensity of sensory stimulus (see Appendix). The moment-to-
moment and trial-to-trial fluctuation of sensory responses in MT (V5) is thought to be responsible for
the variability of RT in visual motion discrimination tasks (Shadlen et al., 1996). Our model, therefore,
is compatible with their argument. However, there should be also fluctuation of neural activity in
parietal and prefrontal cortices, which are higher than sensory cortices. Thus more empirical and
theoretical discussion will be needed to elucidate which fluctuation in the brain is essential or how

each fluctuation influences decision and perception.

4.6 Ervor distributions

Our model succeeded in reproducing RT distributions on correct responses and error rates for two
different stimulus durations and difficulties. Neural network models that explain the behavioral re-
sponses of discrimination tasks are, however, desirable to also describe RT distribution in error re-
sponses (Smith and Ratcliff, 2004). Our model produced error distributions of both short and long
conditions as in Fig. 11; rightward shift of the error distributions in the short condition (Fig. 11a) is
due to the small difference of input frequency between transient and sustained pathways. However,
we could not compare the model and the experimental results because of too small empirical data:
10 error responses occurred approximately in 200 responses for each condition. Thus we should have
needed to get more responses from the participants or to manipulate difficulty of discrimination in

order to get enough error responses out of the limited trials.
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5 Conclusions

Our network model based on the response dynamics in the primary visual cortex reproduced success-
fully behavioral responses and the dependencies on stimulus duration in the luminance-discrimination
reaction time task. Moreover, the spike sequences of the model network closely resembled to decision-
related cortical activities during other visual discrimination tasks. These results lead to the conclusion
that our model is one of the neurally plausible models that link neurobiclogy and psychology. Models
based on more detailed sensory responses would give us better understanding of decision making at

the level of neural mechanism.

Appendix

Spike sequence representing transient and sustained responses of V1

The dynamical change of firing rate for the transient and sustained responses in surface-responsive neurons of
V1 (Fia.i{t) and Fiu,.i(t), 2+ = 1 or 2) were modeled computationally, then these firing rates were converted
into spike sequences for synaptic input to the decision network. A transient respouse obeyed the absolute
first-order differential equation with second-order decay and a sustained response cbeyed the first-order decay

of a pulsed stimalation,

luea s () = 25{tanh(log(Li(t}/5)) + 1} (1)
dzi(t) /At = (lrens(t) = 2:(8))/Toen 2)
Afr i (/AL = (flmsl8) = 2B} = 1 ()T )
df2a(0)/dt = (fre(t) = fo.s(0)/Teen (4)
Firas(t) = G fo.i(t) )
lsus,i(t) = 25{tanh(5log{L:(t)/13}) + 1} + 17 (6}

A Foua s (2)/dt = (lous i(2) = Faun,i(£))/7ous )

where L;(t) represented the magnitude of luminance (L, =10.3cd/m?, L, =7.7cd /m? for the hard condition
and L; =10.8cd/m?, [» =7.2cd/m?” for the easy condition), decay constants of transient and sustained path-

WAYS Tira, Teus Were 30, 100 ms, respectively. The gain constant G was 11. The firing frequencies F: ;{t} were
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transformed into spike sequences according to the inhomogeneous Poisson process by ‘thinning technique’ with

absolute refractory period of 5 ms (Dayan and Abbot, 2001).

Neural network model

For sensory input to the decision network, 20 % of E;; neurons in group i (=1 or 2) received two independent
excitatory synaptic inputs respectively; both inputs represented identical transient or sustained information
about stronger or weaker flash. Every E;; neuron connected with other half of E,; neurons that were randomly-
chosen, and every I;; neuron was excited by 20 % of Ei; neurons in the same group. Each E,; neuron was
weakly inhibited by 20 % of Li; neurons in the same group and strongly inhibited by 20 % of Ix; neurons (k # i)
in the opponent group. In simulations, each group was constituted by twenty E;; neurons and five L;; neu-
rons respectively. Patterns of sparse connections between E-to-E neurons or E-to-1 neurons were randomized.

Neurons Y, and Y received excitatory inputs from all E;; neurons of group 1 or 2, respectively.

Single-neuron model

All neurons were described by conductance-based, leaky integrate-and-fire, single compartment model that was
characterized by a resting potential V;=—70 mV, a firing threshold Vi,=~50 mV, a reset potential Vieeee =— 70
mV, a membrane time constant 7,=20 ms and a absolute refractory period 7,e¢= 2 ms. The temporal change
of membrane potential Vi(t) of neuron : was determined by,

dvi(e) _

Tm dt — “(K(t) - ‘/r) + Isyn(t) (8)

where I.yn(t) represented the tatal postsynaptic current flowing into the neuron.

Synapses

Excitatory postsynaptic currents (EPSCs) with regard to E neuron-to-E neuron and E neuron-to-Y neuron
connections have two components mediated by AMPA and NMDA receptors, respectively, although the EPSCs
for sensory inputs are mediated exclusively by AMPA receptors. The inhibitory synaptic currents are described

by GABA receptors. Thus the total postsynaptic carrents in the network are given by

Ly £(t) = Lra(t) + Lus(t) + frasi(t) + Liow(t)

+Ie1:(t) + Iri (2] (9)
Liyn 1{t) = Iie{t) (10)
Liyav(t) = Iy faut(8) + Iy qiow(t) (11}



18 Akiko Iwaizumi et al.

for an Eij, I;;, Y. neurons respectively, in which

2

Lal®) = Cora Anuara(Vilt) = VE) 3 527 A(0) (12)
N

Lwa(t) = CaoaAanpalVelt) — v@)Zs?““‘m (13)

Jast (t) = Crast Aamea{Vilt) — Vi) Z S?MPA(ﬁ) (14)

¥

gnupaAnmpa(Vi{t] - Vi)

foeu (1) = (1 + [Mg2+|ezp(—0.062V;(£)}/3.57)
Catow Z MDA (15)
K
Igs, (t} = CerrAcaBal{Vi(t) — V1) Z S?ABA(f) (16}
i=j
Ieri(t) = Ceridcama{Vi(t) — VI)Z s$AER () (17
i=j
Le(t) = CreAamea(Vilt) — VE)ZS;‘“PA(:) (18)
¥
Iy fast (£} = Cy east Aampa(Vi(t) — VE)Z sPMPA (18)
i
I ) = gnmpaAnmpal(Vi(t) - V&)
Yatowl™ T (1§ [Mg2* ezp(—0.062V,(£))/3.57)
CY stow Z P ) (20)
i
where Vg =0 mV, Vj = —7TmV, [Mg?*]=1mM (see Dayan and Abbott, 2001; Wang, 2002). The C.

represents the strength of synaptic connection where Cx =1 indicates the threshold sufficient for a neuron to
fire only by single spike mediated through a certain receptor type X, and the numerical constant Ax represents
the scaling parameter to standardize the synaptic strength to Cx. The syunaptic strengths for interconnections
in the network were modulated to make the gradual buildup of the activity (like Fig.9). Following values
were used for computer simulations. Cira = 0.35, Cous = 0.97, Craer = 0.06, Cow = 0.043, C1g = 0.25,Cgr,: =

—0.05,031'1 = -0.1, CY’[&t = 0.063, CY,slow = 0.015, Aampa = 446.2, Anupa = 56.3, and Agasa = —2230.1.
The time courses of gating variables s caused by an activation of AMPA, NMDA and GABA receptors

respectively were described as follows,

dSAMPA(f) SAMPA (t)
2 = -2 A2 — ¥ 21
dt TAMPA * Z ¢ 7) (21
x
dsTMPA (; NMDA (, )
P O i O SRV SMDA () (22)
dt TNMDa.d
dzjft) _ _ _=3(t) i E :S(t S (23)
d¢ TNMDA.r !
&
asCABA () SGABA (4
2 =2 5(t - t* 24
dt TGABA +E ¢ ) (24)
k

with Tampa = 2 ms, TNMDA,r = 2 ms, TNMDA,d = 100 ms, o = 0.5 ms_l, and Tgaga — 5 ms.
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Neural activity function

An average activity fanction of group i was obtained by counting total spikes emitted by all E neurons within

the time window of past 25 ms from present time ¢, slid with a time step of 5 ms, and being multiplied by 40.

Simulations

Computer simulations were run on a Unix workstation using a third order Runge-Kutta method, with a
time step dt=0.01 ms. For a given parameter set, discrirnination properties such as RT distribution and error
rate for each stimulus condition were derived from an average of five sets comprising 300 independent trials
respectively; different random interconnections within a group were prepared for each set. An RT and a
decision result (correct or error response)} of the model for each trial were obtained from the output of the

model petwork within total time steps of 550 ms.
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Fig. 1 Visual stimulus and its time course. (a) Two LED:s for visual stimulus were spatially arranged on either
side of the fixation point (FP). Two stimulus LEDs flashed simultaneously after variable foreperiod (ranging
600 - 1000 ms, 800 ms on average) of the FP presentation. (b) Luminance of stimulus increased abruptly to
certain magnitude of L, keeping the intensity level during a fixed period (‘short’ or ‘long’), and dropped to

the baseline (3cd/m?).
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Fig. 2 Mean and standard deviation (SD} of individual RT distributions. The abscissa represents mean RT
and the ordinate represents SD. Data of each participant is represented by identical marks. Thick arrow
denotes the hard condition with a mark at its origin representing the short condition and with a mark at its
tip representing the long condition. Right upward arrows represent mean and variance of RT are bigger on

the long condition.
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Fig. 6 Structure of the neural network model. Neurcns E;; in each group ¢ ( = 1 or 2) are interconnected
with half of other E;x (k # j) neurons in the same group through excitatory AMPA- and NMDA-mediated
synapses. A part of E;, neurons receives sensory inputs from transient and sustained pathways. For the sake
of simplicity, we assume that neurons in group 1 always receive the inputs representing the stronger flash and
neurons in group 2 receive the inputs representing the weaker flash. An Ei; neuron in group ¢ sends excitatory
input to several interneurons I;; in the same group. Neuron Y; is excited by all E;; neurons of the group i.
The faster firing of neuron Y, than nearon Y, (2 # j) represents the winning of the group ¢. Interneurons I,

weakly inhibit E;; neurons of the same group and strongly inhibit E¢; (k # ?) of the opponent group.
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Fig. 7 (a) Mean RT (the abscissa) and SD of RT (the ordinate) obtained from the experiments and the
model. Black marks indicate the hard condition and grey marks signify the easy condition. A mark at the
origin of arrow represents the short condition, and a mark at the tip represents the long condition. At both
level of difficulty, an average RT predicted from the model is approximately 170 ms shorter than that of the

experiments. (b} Error rate of the experiments and the model on each condition.
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Abstract Reaction time (RT) and error rate were influenced by small stimulus onset asynchrony (SOA) in a two-
choice luminance-discrimination RT task. The dependence on the SOA was successfully reproduced by introducing
global inhibitors to prevent unnecessary integration of sensory information, and neuron chains with feedforward
mutual inhibition as a asynchronism detector of two flashes, into the previous model that Iwaizumi et al. proposed.
The revised model not only reproduced responses of these two-choice luminance discrimination tasks both with and
without the SOA but also reproduced those of suprathreshold single-stimulus detection tasks in a wide range of

stimulus luminance.
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4E, UEOHEESZ, Iwaizumi et al. [1] 2AH N 2 B
FM2ROEBRESFHURET, 2REOA > 2y MT#D
7rBSREIZE  (Stimulus Onset Asynchrony, SOA) %32, R
BHEHER, FABER - EEHSTOVTNOEERSED
FVETHI/EEBETNCDLTRFTS. £ L TEEMIZ,
B4 RIS 2 R O BRERIBCRAE R R T TREIC T D HEE
ERERBLIUOREB AN Z XL DWT, BEERTF VO
B oS5 BOE B - ABMTZMMEOEH S5
THERETAILEEFROBNET S.

2. Frty hBRAZEZERERE L2 HEER
£B

2.1 RERHEAE

AFETIE, BEORRZ 2MBOA >y hOBEE
(SOA) #MBEREL, 3&BEHELEZ. BENIZIZ 8
PBA SR E D 57T 5 TD1 &% (SOA=20ms) , 55
B EBRPEHFEFICEREINDS TD2 £# (SOA=0ms) , W
WHBEB IO D XTI D TDI LB (SOA=20ms) TH5S.
rB, BEL-SOA OKEIIRAMBUT TH Y, AT
BHIZRH O, BBRFCQIREIZSOANETENS I &R
M5BT CEREEZTL, 2RBOODLHELIVWAETESET
BLERIIRY T2X08 7252 HFHRIZSOA LR
ILKBBEIWeho Aoy FERRLY, AT RE
BRI - SRR TR E UL FEEMEIL SOA 2KRNT
150ms & L72DT, SOAM O TEWVWESE, &7 20EIE2
FEEED 180ms, BN TERINHHMIT 150ms D 2REF
MEICks KEEBIEHRo >ty PEERSLE.
URERBTII, 2HECBEZILT 144050 ®HR
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GAX O] ¥
8001-- YS 4+  wmMm[] |

TT B

Mean RT [ms]
g
e,

200

TD1 D2 TD3
B2 SxEMENRIIHTIZSERSOIRRLEFO RT. #MI3¥H RT &
£Y. I3 -N—REBFELE (HEEH,S TDL, TD?2, TD3) O#
BESD RT OEREL (SD) &7

g

Mean RT [ms]

3001 .- 0J ¥ |
MM[]
200 , e
TD1 TD2 TD3

K3 SEEMEIRCIHTLIEEREO LS —RIKHY RT. @RIZ¥EY RT

ET. T3 &BMERF (HELS TD1, TD2, TD3) & -

HBREBO RT OE%REX (SD) 2%7.

56
[ ]

GA X OJ ¥
Ys + MM [
40} - ..,,,;ivf 4.... 4
é%\30 »»»»» B — B
E O
§ 20 ,,,,:tg
0 . X ¥
TD1 TD2 TD3

4 SRABMEFRISTIARREOII-B HWRIS %%, Rl
£ 5 TD1, TD2, TD3 &#2RT.

OMERENT 9 5ed/m?, HBFEOBWEIL 85cd/m? L L. 2HIH
OEEEL, 1RBEOIS-RENELSL5HFTERICL
DRELI.

—EHOHTUETLIMEIHTHS, EHRORATTI Y
FEL, 1y iz 1 2RBRELRERED 30 RITHEE
N3, BECEKBTANRBCEBREZLIIEG3H 8 Ly bl
ok, U, 52 15807 - FIRERBELZ0ETHD
U0 AT/ DOTHD.

2.2 ERESR ,

F¥, 2EBEOR SOA KB BT ERREBIUVT S —

[ —



REEORT 252 SR 3 IR Y. ERRIGEOYS RT <8
LT, SOAREBHRELL 1 EROS#aHT TR -7 £
BEMEDLNE (F =324, *p< . 01). FHYRTIZET &
WEBREICT D728, Tukey BICEL DB EREF 71257 [4].
ZFOHRE, TD1L#4& TDIRGDMHE, TD2 £# & TD3 &
ORI AKE SR TEREENRESh . £H, I5-RIEHOTE
HRTIZDWTHLREROABW AT -7-, SCA ERICET
ZEMBRNEDSNI: (F =79, *p < 05) . SEIHOL
£, TD1 &8 & TD3 RHEOHEIIHERKE SHTHEENRD
shix.

IR0 2 MO SOA ITHTAENER4ITRT. Bl
BHBHREIOEGTLIETHOMNCI I —BALEL T
. WIS FBROSBMTEIT RPN, ERBMEICHTS
FHEBRBHSNE (F =283, **p < .01) . T5{Z, Tukey
BIZEDSERBEETRSAER, 2TOEFRBMELREMT
BEKESRUTOERERR SN

AEDRRR S, REITIE 2 BEOB/MNE SOA DR 3N
BUIEETDIOBBBITETZENRBI R EBIND, 2
L, SOAIBHRBLT T2 05, ZOL 372 S0A &K
GUR R T HRERCIUSIERI AN EZEZH
W, BAENEERES L T3, BRRARGTTSEE (TDI
24), AERNKITTSHES (TD3I&RME) DI —RKIGH
O RT HWNEIL 2D, WO S—FRBML 2o, SHEEs
RELTWABBHIIRRT L T I N BRgoREN
TD3 8B L0 6FEZ LT, MNEHEE S ICRANER
BEVHMETEZZEEVBARLDEEZLND,. 25T,
TD1 & & TD2 2 HEL 2188, %% o 2 REMERD
BICTHBIZHBH ST, TDILRECERREOEY RT A
TD2 £#0T NI VBN, TI7—VA-0R, TDI &&IC
BN THEMBEREEHT DRSS o RAKEREERT
LN OB T —BRIIRLWISAEEL THREE RS
na.

3. BEEBETIN

Iwaizumi et al. iX, 2 PIRBREROBEERP RT ¥ A7
KHTBREFKESI I 24 HBT 2WEERTTIIVER
BLAEN. 20TV (BBREFVALERTS) 12, K5
aRT LD, PHEERKBROBEICINT 3 transient & &
sustained & (3] W HWL THRHEAFRRO LT NMITHIET
LSHEEBEANELTRITRS 2 DOMZEN M1 &2
&, EHOEHFRELREITZDII 2&HADS L - Hoah
SEREANERIZ_a—ul Y) 55 &EHIE, &
EE_ Ol HBEAE_ DO oI, EARN
OCREH_1-—0O2ICI2BRIMEBH L > TAHGICLD,
EHRHAIBEEHEERL, THE_ -0 &M LW
EREDFORBAOEESELNET S, 4B, BEMKEES
T BREE AN, Poisson BRIZWED AN IBRRIZERL,
FEMORE_ 1 —OLICHT2BEBE T T AARELTE
ERicHEA. EFVTR, Y Z2a—OrB—FLDBRICHE
KTBHBE, TOY Za— O ST 3EFBRZTRSEK
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stronger flash Cie
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CNMDA,
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sustained

trapsient Cy AMPA

Cy NMDA

CEl contia

" weaker fiash

transient

sustained

K5 BEAMNSEEBTTN (TN A) OB

Choise

Gy
Ce G% group 1
Cr.rznG Csu?;yG CIE
sus Campa Coer ioes
sustained Csus @' CuMDA A UELipsi
transt = . @ @ *} Cy anmpa
AL Cy,NMDA

Cg1 (COTtTE

transient ]

—®

sustained

6 EFN B OREL

EHET200% [LDBHS W ERUTLHLOERLE.
SE, BRALRHBRRG T TERLRIHEEZ L, »DRBSRER
BREOHBRERIIHT 2 REBEEERHTEAT TN EEE
THEBIZET N A LLHERBEIDVWTRNL .
3.1 Ja-/i8H0Em
FFNAOHRABRAELTETRT S 0501, EFHEORK
ETIREREE GBcd/m?) ICHIET % sustained A WA FEY
17Hz BT OV LA RBEAhELTERIZEZ 5N
77, sustained AJTOHEMBVWAENE L T T AKEIRENE
BT, ERBKETH 400ms BEOBHTANEERLTY
Za—O ARAKTHEMETTELTLESHENEL (W
34%) EWHBETHD. D0, ARMRERINTLRND
CBFIZ2WROBAI0HNE L TLED EWIFEREANL
BEETDHIEIIRS. ZOLIRETFNVOBECRRELT,
PP EVBICRFNIEROBRBIIBWIBREBROERET
BROBWELIBEBNKITIZEETWREDEEZLHND.
FIT, EFNVAIREE6 TRINE LD Fu—)LHiH
Za—0> UFGZa—OXEWY) 28ATS. 200G



Cua, G

C8r i
sustained El ipst

Y3
Cy aMmpa
Cy NMDA

transient —

CEL contra

transient

&

sustained

7 EFI C DR

— a0 IREICTEE 60 spikes/s DT LY LARBBHEA N
2y, FREFNDREROLTOE 2 — O 2@ F7 X
BE GREE Cee) BALTHHITS. —, GZa—Or
transient FEBH 5 OWNIFHES + T AEE (Cuag) EHD
oT, —BRERA LIk DE, EZa—0 idG Za—0r
CEBMEASREENS I LI VERRNOBBEROER
METREIZ 12 5. sustained BENS G Za—O 2 ~OATIRE
{Cousc) 17, HEBEOLD L, BGREOTHVEEANEFICHE
BEFANORKESIRBR T 2O T 272512, transient
ANBEIODOLRBIZNELHFELE. 98, Z0LOET
O—NAHFH - —OC%2EALEEFILE ET LB #F
K. ZOEFIZED, BEEGHIBL TR TREOHBES
BEH->TLEIEER 1.5%F TERLE

3.2 Z4—KIJATJ—KB®FE=2 -0 F - DEM

Kio, B2HOERD S, BREBBEUTOR/N: SOA Fi#
LHLTRENEBIER LI E0S, BERNIIBNTE
FiZ SOA BB+ EOHPOHTRIH->THARTTHS. £
BT, fAET5— RIS TD1 24 T3 TD3 & HART
BREORGNBELESTZ I EMG, TD1 £ TIR—HFRICEH
BEANETIIESBOWEBE AN LEEA5NE. 7
JCIRERBTORAMBEENEET 20T, REOEEBNSIE
BRIERHIZBITS TDI 24 TORISHEOBRAOEREL T
MEBTEDH7AD. i e, 2 HEVEBIIFEL
ZVES, FORBFEMICABANL L TERALSHE
BENEETREEA NS,

EHIZHT 3 transient ANBFOBRBEERVELN, &E
L7~ transient A+ 7 RABEITIEFICEL, 20ms O SOA
WEDERTHBONAA Y- TEHOBEHE* LD B<LHEX
THREZSHBIIMETEXS0,. £, transient ATRES
H<TBEWSIHFEDEZSNDLY, FOES, Twaizumi et
al. DEBD LGS N UGRKEST - ZORE 2R EER
s R EENRDOTLED.

FIT, MOFEELL T, transient AWM SBEBEANESR
3, TR oEROBRE- oL BEANTE 74—

15

T FWEH OO Fx—ERELL. HEHES
F T A ETH 2RO 2 — O Fx—HEHIZ T4 — K
T4 77— RIEE L T2 A EFEOBEICED, 2KOF -
Vi 2 HBOEFEBE R R T AR D, 0T %
EFVBIZEBALEBOEETN C EEHL, BREREEE
B 7IRY.

BoHOERICIOLT, BELAE3EFTI)I A B, C Hol
HERETS FTHS CETTNARALEERRKIZEY
ZEH RT - RT OFEERE (SDY ofttExRT. XL, £
FTHOFEHRT BEEZEH O S AN D LEESNLRER
(200ms) ZMELAEEAR>TWS, TFL CohiE, £
BEHIrBAEAET T ERREEO RTNKELL
2 SOA KKkEL-REGHBEELERIHN, ETNVAELBT
i3 TD1, TD2, TD3 @ 3 RBIZAERFEVEIRSh AN
£oT, EFANCIKEALE 2 HBROEEBEICBET 258
R ANT OIREEEOTF L OUEMNKRENT LS
BB RIIF-REXBITREEBII DLW TERTSZ. E
BT, 17— RIEHOFE RT FHRERRGE T2 <EIC
1ok, MoloRENSEDIT, EFV A, BOBHEEOE
ERAEBINDHBLAEL, £, BTN C TIRELRR
EBBEIOLAZINLOD, ETOETFAFSOACH TR
BOECEREERL Th3008BH5N5S.

IS—BORBEFH 10 1TRT. 2 HROERFELRET
BFx— HRBEHELAVET N A THEGROTHRIIEE

KAZWHOOBFEAENI BIZELI—RIIETT DY, .

IS—ROESDERMI BTV EMEES RE LR
fo. Fk, BTN B TRII—RIZSOA KREHIZR S st
= —F, EFN C TR (BERIKEVWHLOD) EBLFED
SOA KGHLBRBICBBITE.

Yoo 3Ial—2armn, E28THR>E 2RBOA
Sy MIBRIENS SRMEFMNERICELT, RELZ3E
FHORN, SOAZBETZ 74— R7+r7— F#ETF = —
CEEALEETN COZMNEBRTES N2 TOHMER
BlEkaEt ERBIUVII—RIEROFEYRT. I15—%)
FHETESEMNREINE

EFLCIX, LRO2FBAIRITH S 2 RRIZBIT
LRIEES7ZITAL, BESEEAEERONEA LED @
N, BENII-HOIVBRARED LOBETEREIND, W
DOLE—FEREY A7 BT 5 GHEZ 6, LIRS
ELARVICELDTERTDILICRBILE. K1 ITERBL
IEFTLOHEIERT

L#ZiL, Eagleman et al. (2005) Ai{T-7, 2 R@ICKE
SREEE (EWR768ms, BH#: S4ms) BXUA Ly H
H50WRFT Ty FOZREBIEEFOLBERMSY X7 2]
OBBITARRTERLATFNBATELRLWENREBIN
=, HHOERTIEREE THEMRFERROA T2y b
KERSNZEEWMHEOBFHALISAEINZE VDI HOER, -
FRROETINRBEEREERIT 28EEFHoGVEGRE
DEEZIRTIURFFV DI, EFTSEMENECH
LLHBEINDHEEIIR->TLE-7-. Eagleman et al. A

N —
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B8 ¥ RT(ERRKEHR) &£ 3 TFOLEN TFVOEH RT it
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- 400
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Ex. ] Model B +
e Model A X Model C ¥
150 x . .
D1 TD2 TD3
Condition

9 EFYRT(TZ—-REH) &3 TFNOEN: ETNVOEH RT
BESHATFHEEN 200ms) EMELTRR. 57—/
RT @ SD %#%k7.

WeEESBIDKRELTHEFRFHEOCEERILBIIBNT
BEMEBOESSEREVNWEEZI SN, TORERBOERERIL
SoEMIcAZIBbns.

4. & E

FHARTE, LDEEAFREGETIIBWTLERSRE A
BT8R BEEZTDHETINVICTREDIZET IV A ITHY
DLERBEL L TBRERBOAERNEREZE LT ZEET
2 PO EREBEOBMEREL . Fo—)ULEH
Za-0rET4—F7x - FHB -l F -1 &
WALEEFIN CB, BEHNFKECFER 2R D0LIEIE/ING
SOA - 2 FIEFMY A7 BLUH LR —FBBRTH S A
JEBITHEDERBREDBRITHILITHRILE. €5V
Clit, BEMELTOH2EE NS 22 RBHE0GRICEN
TORBEHTH2E00, ROBEHEFILBRES B8]
KBRIDETINELT, TFLARB EUNTINZ YUY
BEVEEDND. 5%, FRMATRELEZETNCDWTE
Bl - LBEBMBIVR I ESEBINS. £,
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Luminance [cd/m?]

11 H—MIPMBREEBOFEE RT &3 ETIVOEN T5—
A—Z RT ORERELET.

FEESEEGEII T AER - TN EESISRLRATX
b, LISRLTHEEEEOHREEFHMNCETIHOER
LEERORALTET S LMEFEND.

X L4

luminance
discrimination and modeling a neural network based on
the response properties of the visual cortex. Biol Cybern
DOL:10.1007 /s00422-006-0058-8 {in printing}

[2] Eegleman DM, Jacobson JE and Sejnowski TJ (2004} Per-
ceived luminance depends on temporal context. Nature
428:854-856

[3] Kinoshita M and Komatsu H (2001) Neural representation
of the luminance and brightness of a uniform surface in
the macaque primary visual cortex. J Neurophysiol 86:2559-
2570

[4] % ®0, 50 HK &E (1990) "ORFEOLLOT — S BT T
DIANT 97T, ARBEBR

[t} Iwaizumi A et al. Characteristics of human



Bt
i
=z
IS}

BELES CHERINARERYD
mHECEIC BT A 03T

HERY T B IR
AR

200583H24H

fEEHE . Rl RAERFERF TFEHERD



w15
EoE

¥3%

Ba4E

H &

FFi 1
vz 3
2.1 EMEIT AT A v s e s s r e e s e e s e s e s e e e e 3
2. 2 THIEETMIBTOEHFEE . - o e e e 3
2. 2. 1 FEHEEERHEEORSy -« o 00 oo n e 4
2. 2. 2 HHIEEOEM . » ¢ o v s e e e e e e e e e e 5
2. 2. 3 ZHEEFRETNMIBTEHREREOMER . - - 6
Q. 3 {EERECHE . -+ v v v s e e e e e e e e e e e e e e e e e e 6
0. A EHGBIEDFHE  + v = o = s 0 e e v e e e 7
2_ 4 1 ﬁ:% ...................... 7
2' 4 2 ﬁ%ﬁb ...................... 7
SELREVORDIEFICLIBEER 9
3 1 EE"J ............................ 9
3 2 %ﬁjﬂﬁ .......................... 9
3 3 %ﬁ%ﬁ .......................... 9
3 4 i% ............................ 10
3. 4. 1 T7TEDILEERINLGERICLIEB4LER. - - - - - 11
3. 4. 2 ZHOEVOLEBRENDEFICLOEAEFTER. - - - 13
3. 4. 3 T7TEVLOHEBREINAGEEICLIBEAEREGEEERE) - 15
3. 5 FEEL:. o v 0 sttt o e e s e e s e e s e s e e e s e e 16
BELEENOLRAEFICLIEBER 17
A. 1 ZUDIZ s o ¢ o o s o o o e o s s o o 0 o o s 0 s 0 s o oo 17
4. 2 HHEJ- - ¢ o o o v et o s o v o e v 0ttt e e s e 17
4. 3 EBEHTE . + + o o 0 e e ittt e e e s e e e e e e e s 17
4 4 %5& ............................ 18
4. 4. 1 REPREICIOERER: - - 00000 18
4. 4. 2 FRAEPBRE L DOMBER - - - - 00 e e e 22
4. 5 FEUTBHAIOHE » + « + + o o v o e e e e 24
Ko 25
.................................. 2 7



/N

WM

1322 < OB 7R RBITON 2 TREMEZ D TODHIERRTHY . 21
HRICESNEZBDRVERTZ7a T 4 TOUEDSTH D, T, MEFEOHE
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2. 1 EWIRAT A

ANEORBIX 2 E—o0BE1 L2 5 LD Tk, BEOEEICITNL
ELEODRBDZHENBH D EBDNoTNBE, FE—0fIL, EL LTRF—
PRHDA N = AL EFD T, MRAESBTICBH LTEERLDOTH D,
BEDEREEICIELEEBROFEM A A—T% (BHyO—E) REF
Lo 3 2B AT LT, RREERATER ( Sensory Information Storage : SIS)
EFHINTWS, EZOMIL, HWHE., BEICL > TS MEREREL D
2T 5B (Short-Term Memory : STM) v AT LA THD, LHL, STM
L SISIFRLT LD TR, STM IZEBWTERIZT TIZNY — BB L -
Ta—NMeEh, 373V —bLERTHEINHLTHD, STM IILELFER LK
ﬁJ\Fﬁ’ﬂ%ﬁF L= 0 . FHaAEHib L T, KARZIHBRLE D L T2EETLH

5, REOE 3 DML, EHFEEE (Long-Term Memory) VAT ATHD, Z
T, AL OBRBRORBEMZITKAIREIND, ZOREBBORFEITIT
KR BN EEZ HNTWD

2. 2 ZEHNEETVICBEITEHEES

WEDOHKERLHE DT —F RX—RE2RTHRBERERS. BRONTEDOFR
PEHERFEL TR DDEEI AT LAOEET. DRVBILLEEINT
Wz (James,1890), Z OEHMIC D 2T IT LI AT LDOX 5 & FHLE
DBENOABMICERE L0, _EFRET LV THD, TOEKRKKTH
5. T hFxrr o7 (Atkinson & Shiffrin, 1968) D ET /L DR %
21T,
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2. T hXxr oy ) oo _EBEiFETT VO (Atkinson & Shiffrin,
1968)

TOFETMIEBE, ARPLOFEHRIT. FTREBRESRICAY, BROE
BlIlL-TECHEINEZ LT, BHIFBREICELN, £ 2 T—EHHEE
Bansd, LrL., EHITRECEEBIIBROLATHT, HFLWEBRB DT HE
EASTL BE, HEVFERIMLHINEHLTLES, 22T, HREZEN
BRWEHICHEOF TRIIBELEBXDLIICEREZ Y 7Ly as®Ed U —V
WETEEN AESNLEIL 2D, BYIFEREICIL., Z0-DI—EROAT v
FeFEDU N—HP NNy 77 —BEEINTNT, Aay NOEERLI, £
NUTOEDEREZBVRLBRIEDLZ L THEROERFENRAEIZRZD V),

ZOERFEBEOBEICMZ T, U =P, FHREROTBEECTHD
EHITREICEGRETAMELH D L aAnb, EHTBENICHEL T 5 ERH
NEWVIEE, ZOBRPRHITFREICEXEINIBEINGVEREINTNDS
720, U N—PLORIENZVIEE, TZOFRNPEMTEL L TEESET HAHE
HHENZ Lz b,

2. 2. 1 SHREELRHERORXS

HREICHIHEEBZE R L TCENEIEFENEbITHAIERLE (HHEBL).
YA MOEBEBHEICEDLOT, RUEEEOHEEOBFAEN, URX MOHPHE



WOBARLEXTEL 25, ZNERIINEZE(serial position effect) &\
Do
TEWRETNVICLD L, RINORVIOEH S OBERNE N E WD FIEERIR
(primacy effect) SR 6N 2 DI, BROIOEEEN, £EZEOEMITREICAD
e, LRI I N—P N EZZITRYGEEE L TEET D rlRetEn &0 e
btahd, ZhiCH LT, REOHEEBOBFBERPE VL W) FLHEHER
(recency effect)id, V A MEREZ., TN L OHEB X FFEHITFEEOHIZH -
T, ZIDNLEERAHELI LD EEND, EE, BEFOHBL L OliERE
AHARICEL. BAZBEREIED LKIIIRINTWS L HIZ, FIEEERIZ
IR R OBEEERITEET D, Z0 L5 ICEHFEEE2 BHRTE & 135
DBIELRETDHZ LT, RILEDIRN S FHATE B,
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soll Y e d vq.d%uu‘
X . | ol | I 1 1
1 5 10 15 o] 5 10 15 20
FBUR F 5 fi il

X 3. BIERFRE & BEE D 2oREIEE A R FIGLE B8R KT 330 F(Glanzer &
Cunitz, 1966)
EORITBIERFEOBER, EORIZIETHEOHREZTIL TV,

2. 2. 2 mEHEEORE
EHEREBEORELRBELDICHT-Y ., BHREGBOBANLTF Y720V O
SEEALEONI Z7—Miller,1956) TH A, Fx¥ 7 L5 DIIM LD FE
EFEVEFEOBROMNEEFVNOZE T, I T—ICINIE AR —EIRETE
HEROBIIBLIFTE2F v 7B TND LS, BHIEITEED U
—HP ANy T 7 —DBENLEZE., 1Ry MZ1F ¥ 7 DERNBAD L
LT, R7TE2@DRey MRHBH LW ZLEITRD,



2. 2. 3 ZHEBET MR A EE RS oMER

PLERARE X HiC, ZEFRET VOBEROBEALEOF TR, EHREIIR
ShiEfozray 6BV A—P ARy 77 —OHLEHRENCREMEINT
WA ko, FEEBENFERLER LB VRLICE - TREFL, REEEICE
RETAEDO, BEiNOZEAR VAT LLE LTIRZLNATWELE XS, L
L., —_EIFRETT VOBRALY 2T, BHRE L EHREOBENX S ORE
PR S5 T— 2N e orEnEETN) F 7 TEEFEE T L OEEE
BSICBT 2 RERMERE LT, LEMABISARIMLTWD ZLERETLN
Do

2. 3 {EEhFEIR

—HIFBRETNVOEHEEOMA TIE., FHROLEMESAKRIML TV,
F 2T, NRFRU—¢ bk vF(Baddley & Hitch, 197D & » CTEHIZREBOME %
FHEISE-EHEEOMESEE SN, EEREOKE RRFEIIREHRE L
MBSO R FZRKNREATNDH T EITH D,

EBREOH AL EME TS L TEELRON, MHEEJR (processing resources)
EWIHHEATH D, /EENEEIE (working memory) (ZIEHGEEOHM S 2 EEIY
=HLOTHHN, BHERENSBFEROFRRLRLDO IFERTLELZERTLIOIIKL,
EBEEIEIIREE. E. FHE. HER U OFRMBEOZITHICHERS VN
WICHMESNERIND Loz, BHROUEBELZERL TV, T7Rhbb,
TEOF THNLLOTH I EHFTEICR LT, (EEEREBIIENLEETHD
EEZHLNTND,

o
230 ¢ C
_70‘2
<3

iEMmL
VQ: oouaon > %
Jorv—Hi 5 .
e
hts

4. KU —OEEEREDOE T L O X (Baddeley,1986,1992)



Baddeley and Hitch (1990) DEENEEIE S AT LADET MIIEIL, TN AT A
DBEXEZEBRLAETHHRETRE, TMHVATLE L TEHEREFERORE L
MBEITHIFBAL—T L HEBFBRCEMBERONE LRFFE1TY RERMA S
IFNy RO3OMOLERINTWAEN, FALIIANTINTIEREEBIET S
ODOENENER WHEHER) 2HL,. TOBRIIT—EDEERALRH S
LEZONTNDS, 2L T, ZORFEEFAL TIL AT MIHFROLIE
EBIMRFEEZITO LB TE R L EINTWS, Lo, BB L UMRE
SNDERED T AT LOBFERRZBIBT HHEITITPRETROER
HFDELIZETHN., MO T AT LOELICKERELSZ LR D,
CDEIRTEHNREZDBRBE ML —FNAT7LEEH, FHZ0OBRRIT. _EHR
RRIED X 57 2 DOFE Bl iX, BELY LB ORHEEZMEN -0, XEEH
KRB HOHEELTET D) ZRFIITOEERICAET S,

2. 4 FEEAEOFE

—RICHEAITR TR IN-HEEZ ERICERT2LENDH -2, BERIX
ITEWHEZERHELS RA-DICEMERBOFELZH S RICBWTIEIARHE 2
EBRGETHD, BRITAEE 2R-%. FLCERINDEE HRIBE Bk
BHIEL-0I0, EERIGEL RO TCEYMTBOREZR A DIE L-H
ETHorhn, Y THETEXTL—EDEZEERFOLND, ZOLHICHEL

AT EWCHTET D LY REFREETBH 5,

2. 4. 1 B4

FREICHBEEZERL T, HBREN TN ZEVWH L CERICERTDH
%% B A (recall) & FES, B4 213 B B E 4 (free recall) « % 51 5 4 (serial
recall) - F23520 BA(cued recal VEOFEEN H 5, BHEAIT, HRESLE
LENEICBERICEAET 2 HETH D, RIBETIEEZ ERSINTZIEFEELY
WEATLIHFETHD, FRANBATHEER KT 2ERANVEEZ. £
NEbEICHETLHIHETH D,

2. 4. 2 H§@E
WERE TR 2R Lo, RIMEB LRICEB(FZ—5 v b« target) & £722

HPBEEGT 4 A7 7% : distracte)Z 2R L., ¥—7 v FeEHIELHFESE
BELWI, BRI NeT A AT 72O —Fy FRERS



HAHEROT, YU THETEZITHL—EPEERPELNDHGF ¥ ALUL
DEET D),

K1. BELHRORATLERT

=331 AT

AR R TE2 SR AL
EHRDOEERBRETE AL

LEOBMPBBRLIFE | Fr VA LABIHE

3
7

® H | H H




~rs
=X

i
o

ERENORDIEFICL DHA

g8

2
%

3.1 EBH

TENRETAVCBWCENRZEORERIL. . TAT7 7y bR DR
BEAICEDLDOT 7TZ2F v 7 tnvbhd, £2C, _EFBRETNVIZO-
LY, BRREHAOERIIBVT, EOoRENEVWEED LEVWEEDN
57X LEREIND NS — /1:.77‘7&”?325%% IR EE, EEEIEFEBVIC
B4A GRIIEA) LTHH O ZEicky, BERICRIT 2 EHEBEELAN
Do

3. 2 ERFLE

EEHRE- NV ABEIZADLE T, 2B T8 TOESLEST  RE -
XFRNEEHTL : 3: 10OkRLTEH, BREFOEIIL, BFORIIZLT
100ms ¢35, BELET WV O0HEASDLEFES L HEBRE IZHEILS
B, Iz 18T L1y b 100 & ITITH,

EEErHENERO- T ERERE ICEIZEANEE (BER) M- TRIIFALE
85, OB, BYOEBAEZFE-VOTHBR LKEbo7- 5625 A
ALTHHS LS, BRZRIL>TEHEXTEL,

3. 3 EREE

EBRRI-ANOKEERES (1 kHz), A—h, BEREBENHHATRER
Ay Ea—4% (EERE : RT Linux) ., BERICE VR IND, BIRFIIZHO0D
ATNCEENPMD B LERBIEL. AJTTO—DOTHLEBEBATTEIN W ERR LA
WHEETHD, A0 LREIFIFOHIEL. BRGSO AIO—%
ERER (6 V) 227, 9 —2D AN %22 Ea—FIl R ERIREICA
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X6 DHFHEIIBNT, RERSHEN _OHDZ ENbnD, EOSHNE
BEExBELLLEZONHETHY, EODHNEEE2BE L LEOGMATHD
EEZOND, ZTODHARLIY, HREIIEF2EECHATHLEIETLE
EAABIIRATHAENARETHD LWV R D,

SEIOBAERTIIEFTORIIZLTIO0O0ms DEEDESDHLEHER I D
T, #BREDRIZZEALEEAEZRATIEOEERE —SOFHDOEL >
TW54E (18ms) & L7,

3. 4. 1 T7TEIOLHERINAERIZLIBEER

U DIZ— ADEBREOL THAEERE{T- T,
FTT7TENOEREINTESL2HLEIY., RINMNEZ L DODEMERERDT,

100

correct'rate
standard deviation
a5 i
|

90 r
85 -

80 -

correct rate[%]

75 r

70 -

65 -

60

1 2 3 4 5 6 7
serial order

7. 7TEFDOEMRER
ERBIIROOIEIEL It TNE , R TEL ol

LZAT, M7IIEZEORNOEMREBEIE-/HRETH D, RICERMRDHE
ANLEELREIEE, BEHFIIX8 DEY TH S,




12

RIS 88 E ’ANsBE
1T 2 3 4 5 1 2 3 4 5
BT BERBEREK RE : HEE AR

O : Bk EEEEK o¥ : 8 k& B A K
fak @ OO X0 XX R X X, 0. 0.0.0

(8. BEH

B“ADORAEIE-HEAE, LOREFOL I ICEZZEANORESED
CEMERCICARDEIZRNBH Y, FEHEMIEEZTOMND DT IIIEERN
BNEDIZDOFITEMEE TR ROBRBEORBIIBITLTVWT, %5
DOHIIEHMEBIVBEINTVWDIDOTERVWNEEZ LD THD, BAHD
ORESELFERLKITHD,

100 =

k;

1§ B - J
95+ ~a_ i
90 I | : )
-—; 85 "
X
<
o 80 |
B
o
5 75 -
O
70 -
i Forward:correct rate ———
65 - Back:correct rate
Forward:standard deviation -—<-
&0 | Back:standard deviation ——— |
1 2 3 4 5 6 7
serial order

K9. 7TEDOEME FiEANOGRE)

MOk, BEFOERBIIBRAVOLREIETLLEOIPEINORE L
EEDEMERIV LBV EBbND, ZORRLD. E5ORTHE L %4
ETIHMERZ#BAEL TV OREBEFTNRRD LR END,
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3. 4. 2 ZEOEFIOLBRINDIESICIIFBAER

Kz, EBOBREENELLIEBEEICBIT A ERROELERARD DI,
6E 8T IO TN INT-EROBAEREYIT-T-, EBRERIILUTDO L
BOTH5,

100 = : ; R
— = - -~
95 2 ¥ Y 3
90 - y
o 85 r bl
R
<
c 80 + 1
B i
9 |
S 75 4
(5]
70 + 1
Forward:correct rate ———
65 |- Back:correct rate .
Forward:standard deviation —<—-
60 Back:standard deviation - -
1 2 3 4 5 6
serial order
10. 6 EDEME
100 :
Forward:correct rate ———
Back:correct rate
95 r - Forward:standard deviation ——
< Back:standard deviation — -
90 + : i o
. n i ] i
— 85 - i 3 i L5 = -
> 1 ke = Az ' 1
i) ol
g 80 - ~
B
o
5 75 .
(&)
70 - J
65 r 1
60 : ‘ ‘
1 2 3 4 5 6 7 8
serial order

11. 8FDIEME
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100 : ‘ : ;
. oy Forward:correct rate ——
S Back:correct rate
95 - = Forward:standard deviation ——
; i Back:standard deviation -
90 | o]
s
— 851 T
X z ‘
) i 1
e 80 - .
S
o I
5 75 - 1
© T v
70 - [ - it 1 ]
65 -
|
60 : : : |
1 2 3 4 5 6 7 8 9
serial order
12. 9FDEMR

678 - 9FDHAERERLY, BREELDV RV BEEN 2 EMRF
Ll BREENRELIGETHLRINEILE
FARREMOEMBNHERLY LEL, T, BANLBEIFEGAEOE
RBIFNOBEIELLEOERRIV LEL 2D V) LAALHERIN

BREN L DRERR ST,

7=,



15

3. 4. 3 TEMNLEBRENZEEOELER (BEERE)

RIZ, BEMEZHERTHIEDS AOWBREIL, BT ELRET - AH7TETLVE
ENF, EEOEXICLT100ms DEIDEBEOBFBEERY T2, EBR
HRIILLTOEBY TH D,

100 . = 100 - : ‘ -
= Subject! — ‘ Subject1 —
a5 N Subject2 4‘ 95 L Subject2
~ Subject3 — | e, Subject3 —
90 Y Subjectd — | 90- -~ - Subject4 —
o Subjectd — | e Subjects —
85 i 4‘ 85- '
L ! i N
£ 80 -~ 1 =¥ 807 -
) N g |
g 75 i = 757
38 “ 5] \
g 70 h g 70t
Q o i
(3] (3] i
65 i 651
60 ] 601
55 1 55;
50 | 50 : : :
1 2 3 4 5 6 7 1 2 3 4 5 6 7
serial order serial order
W 3 > . i /\ . 7Y
X13. M14. EEHEBREICLIIFBLEERER (B sinbBRE, : %
A0HRE)

Bl12, 13&0EOHEBEETHRIINLEICHIT DRI O EMRHIE L
SV LEL BB EBERINT:, Fo. RINLEOK LTHIZHOWT, oTh
TIEHIBREADOBESEE L EOEMENRNLBE I L ZDOEMHER
IR N 1ANR ¥ oV AV

UEDRERLY, BERIZEBIT 28RS LICBITA2EFOREDOHF NI
T, AEORFBEENSFE CHEICIE, BREEDPERLIHEICBNTH, B¥IC
A>T BEFIVLETHRICASTL DEFOFNRIVFRHTEL LEZLN
5, -, EBORIEH L ZEHRLETIE, BEE2BLEL W AREETNER
5 LRSS,
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3. 5 £%8

T, —RREMEREME CORFIMBER L . SEIOFAEERDHLE
175, FTOR150EAKIIHRE IV SDOPOBELY IELIT2HETRL
T, T2 HRECEEBASHEERER TH S, HEBEOBHBAERLK
MEOBEAERDOKE 2E VI, AFRIIEROLWERS EOF & HEI A
WTWADIZX L, BEOCHAERIIEKOH S “HEE ZHIBIZHWVWTWDS
HBThD,

1080 15%H )Y ]
100 - - — " (1HA2) (IRHIH (IEHIB)  {19EIB
orward:correct rate
Back:correct rate i
95 Forward:standard deviation ¢ -
-, Backistandard deviation — |
.
= 85 : b
T
& 80
g J (1)
'é 75- i St

serial order

e ' |
K15. HEZERLEZGEORINEMR (BHELE) & BEERERY

mE ORI E#HFEOLEA L LTX, EREEEE BB ZWVIEERIIE
B ABFARMEVARET ONS, I, EFHEEERDOEWNILD
SEBHLREEROBIIZONTIE, FIBEEREL 251220 T, 1 >DHEA
T B U AA—H L OENREADT SO THERNPEHERITBEN L RH I
TLRD0D, EROICEEOBAERNELS B LEBZLNS,

WEOMES E LT, RINLBHBROBRPIRES BRDIZENZT LN
5, RIMIBEZRICEBR TS &, FIHEDRIIERINOBEIZES Ao, Bk
WS RITEEOFBEICRS A5, —EHFRETET MBI D RIINLERIRD
BANHLEZD L, BRIIOEARBRICBN T Y NN~V NLELZLZIT DD
FA Ty FENIFERIIFALLT VA, SEOFA CIIEHTIERE
HOEERY HEIBREBOFEEIFELLT VI LIRS, LoT, BKO
RVWEERF EOE L, BROHIEEL CREHEROBERANERDZLER
LTWAEEZOLND,
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o4 F
MELRTIVERSINDGEZTICLD
A R

4. 1 XD

—RRICEAITR R SN ML ERICEE T OLENR D DO, BERIT
mﬁwﬁmg$%ﬁ<ﬁétbmﬁ%ﬁkwﬁg%@éﬁkkwfifﬁiﬁ
ERFETH D, BRI EZ 27R-%. F-ICERINHTEE PRI E Bk
B ESEL7-0IC, EERIEL R0 CEMERORERZR D DIZHE LT-H
ETHIN, YTHETEZTHL—EDPELERNELND, ZOLHIIHAL
HERICITAEWVCHET L O RER LGN H 5,

4. 2 HH

BAERTIE, —HBlICIIHBETELRVDE, BROZRWERIILEROHDE
L TIIEHNRRBOBERFIENRRD Z LATRT /RN ELNL, £I T,
BAEROT—F2MTETHERE LT, FEHELVWVEHRZEORELZRS

CHREREIT,

4. 3 ERFE

HUDICEROEE LRENOHERINES (Al 24, RiTHEL
RULHEB (#—F v ) 2% 1EETRR2EE (F4ANF27H2) &h
AL, AUEAREEEES, =Sy hEFA AT 2 #1E1 1 2OKRET
EREIND, INE1IRITEL, 50RTE 1Y e LTESTORERTIC
D& 5%k v MTI,
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4. 4 EB

4. 4. 1 R A I L A FRER
XU DI, BB TXHEBFOEIIIBALBLDAEENRHH-HIZ. 100

ms & 50ms D_BENEFOERS (HEORSE) AV THLIERERIC
BRILTW D HERE THIBEREZIT T,

100 }' g
1 = ‘
90 - e S | 1L :
80 ~ 1 J
;3 i
T |
s 70 r 0
k3]
o
5]
o 60 - A
50 L 100ms:correct rate |
50ms:correct rate
100ms:standard deviation —<—
40 ‘ 50ms:standard deviation ——
7 8 9 10 1 12
number of sounds
v = N o - 2
X16. EE50OFEIODEVICLDEME
100 = — 1 100 ;
ey T Ty | ? S g T ) /
80 4,,!\\\ i~ E 4 80 ’,/
1 \»:L ot /);/" /, § i L T ’)(/’\,\
- < | R TN
j@' 60 P j@ 60+
g 5 i
S S ;
€ 40 £ 40!
8 { 8 i
7sounds — | ; 7sounds —
8sounds i i 8sounds
20 9sounds - 1 20+ 9sounds
10sounds — | ! 10sounds —-
11sounds — | 11sounds —
0 ‘ 12sounds — 0 1 ‘ 12sounds —
2 4 6 8 10 1z 2 4 6 8 10 1z
serial order serial order

M17. X18. RINEICET 5 EMREECLE

: 50ms, 7Z& : 100ms)
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K16DERIY, EEOEIICL-TERENENLIZZ EXb25, £
72B17, 18LXVHBAEERERLFUERENIEROLFDHELLI B
BWEIHER N,

COBRERIVERINFEBFOEIDEWVIZLDIEREOLEIT, ZH
FBRETNVICBWTEHTEOCERITIA Ty FOEOATE LWV HENEEN
REIZEBETDHHOTHD, L, FBEOFERIPER>THTH, H#KE
BOWZ 5 EEMENMETLTWVAZ D, HBAEENLREZPEE-> TV
LT TRV, TeLA, SEIOKERIT., EHFEEAEIIENHL L O L EF
72 bDOMBIZEBRLTOWAEERTERL TNEEEXD,

KIZ, BEDOERIIZL > TERENENHLEZOT, EFDEZAZ100ms
MNHE50ms ET10ms THOBMIETCHUOERERAIToT-

100 ;
} 100 T*‘f‘ ,
= v ’if 1 i
90 o ] 1 el oWl
oy ! 90 " 2 %Vx*_ .
e | . %! L W, |
S . < | ; v
g g V3
e 70 2 70 T 9
g 8
5 5
S 60 © 60: 1
100ms — 100ms ——
90ms 90ms
80ms - L 80ms —
59 70ms — | 50 70ms -—~—
60ms — 60ms —v—
50ms - i ! 50ms —x—
40 : : ; 40 : .
7 8 9 10 11 1z 7 8 9 10 1" 12
number of sounds number of sounds

X19. 20. EEDHEIXOEBEWVNIILATEME (X : EHRE)
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100ms 550ms £T10ms JEICHRBEREZIToZOEN, iR
LIZERVEFOEIDBEWVCLAERBORLITIR G710 LAK
20 DIEERENRRDHBEIDEESTOHLERDIFERE -T2 LIZXD . 2T
DIEFEED B 2 BRIZIR T 5 O T2y, ZHITEREREEHICDE -
TAT 272120, FRE VL TE TR HES R LI72Hiz, BvMES (10
Om s %) OEMENEENIC LR L, TOREEREVMESOEMRRIZI OV
7= EEZ2bn 50

F 7. RINEBBRICEIT 2 EERIZHOWVWTIL, RFNIEBRIMESDE X
DFEWVEBRRLS . BAERLFEROBRE - LY BAERDOT —
ERHEEINDILDEEZD,



correct rate[%)]

4. 4. 2

Kz, BHREOHR

FHRBEREE - L5 ERER

22

& REFIBRIC &L D RRIBHA O KR, BRERIILN TV

WIEBEEIZ L > TESOEZIZLT100ms & 5 0ms DIESOERER

EITo7,
100 | ;
; correct rate:100ms
1 correct rate:50ms
90 | standard deviation:100ms —<—
[ 5 standard deviation:50ms i
80 - | A ]
X T
o) T i
o 70 - 1
k3]
o
8 60 -
! |
50
40 : :
7 8 9 10 11 12
number of sounds

27. EEODEIDEBEWC L D EMEWHRE B

100 [ - - i 100k
A 7 ! *
h LN i e - Y = 2
b7 e — i i s LY A
80 X\ N - i 80 o~ X A A
X % . : RN AN
/ = A
60 ’ % 60
| € f
I \
401 J § 401+ /
20 20 -
0 ol
2 4 6 8 10 1z 2 4 6 8 10 12
serial order serial order
M28. M29. RFINMEIZBITHEMER : 50ms, A : 10 Oms)
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100 :
2 correct rate:100ms
correct rate:50ms
90 | standard deviation:100ms —<¢—
standard deviation:50ms
. | :
i T~
80 | g §
X I N a3
T ~
© 70 - -~ 1
k3]
o
8 60 4
50 r ]
40 . |
7 8 9 10 11 12
number of sounds
K30. EROEIDBENC L A EMEEHRE C)
100 - A 100 '\
80 'A\ )(-'////\/ | 80 . " o el / 4 :\—‘\’\ //
\X\ S _ZQ.(\\ ‘ / ] . / Ny / "
- AN \\.‘ /7 \ ‘ = // . //V AN
& 60 ~ 5 et . ~
g 40 < g 401
|
20 ‘ 20
| i
0 | 0
2 4 6 8 10 12 2 4 6 8 10 1z
serial order senial order
K31. M32. ZFUIBIZBITAEMRRG : 50ms, £ : 10 O0ms)

2 NOEBREIZHDWT, BEDEIDEWIIAEREBOLIBR OGN,

RIILEHEBRIZ OV TS, EFRIIATEROE ) BREFH L bEmhroTe, &

S THBEMEIERSN-LEXD,

7 RIULE BRIV T HRBHEERE L RROFBRE 2o 2 L8V,

BAEBROT I PRHTEINDILDEERD,



4. 5 NRFILLE RO B

100 _

95
90
85

80

correct rate| /)

75-
70 -
651

60!

Forward:correct rate —
5 Back:correct rate
~y, Forward:standard deviation -+~ |
- Back:standard deviation — :

"‘E‘\
ST

h

(X) ®#E

3 4 5 6 7 8 9

serial order
10 15IHH
l: (1 B2y) (HE28)
-

<
1

10 15

currect rdie| 7o)

24

100 S
) o ¢
W S~ ’ / ™
80 S i~/ ”
60 N
bl
40+
| 7sounds —
8sounds
20 9sounds —
§ 10sounds —
; 11sounds —
0 _ 12sounds —
4 6 8 10
serial order
30181 401R 1|
(1% H1#) (1xigd19

(1mA1#)

20
RYULE
B3 3. RIULEMFROLE

30 35 40

1z

BAERBR L FRERBRLLE L TAH D L HITRIULBEORTFEROIE
fRERE < BERPME LV IR CRORINEHR TH D, Lo T BAE
EBAROERFEOEBVIZL 2 ERGEROEVIIR OGNV, ®RIZ, AEID
BA - BRERDN L., BRI ELOFRINIEROH L SHELITRRY | YY)
RPFEMHRE Y LR ALND Z E DRI,

T, WO THEY HRBESEHEORIILEMMR L SEORE - B
RERCHEB L THD L, RINBHROBROENIIATH D, Lo T,
SE LRI L TORBOEMFEDEVDBHBEIZE X 5D TR,
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5

i

B4 - BRERICIDIRINLEIC LD EMERT, aRESAE L BRI DI
DIUELS RoTWVE, RERBTELEL Lolz, MERIZLVELNTZFRFIINL
B & — BRI B R 2RI RIINE R L OEBIC LY, FERFIE
DEFEZRINZBITHEHERISESCRR FOBEKEZFYEHTE L IT2DEH
FEBRKEL BRDIEREMTONELEEZ D,

RSEHBREOMY T — ¥ LIERFHREOBRERERLY ., EEHEIT
EREPE L2 X, BRI LOFRINCE T 2 EHREBEAEENES &
T TRSEROGBEBRLTWAZ LEZ2RETEILOEEXD, £, AERE
DEBRERT—272L | EEREOEWVIZLEDEREOEIIZDH DI HLDOD,
EBROHD LD RRERETI R -7, ZTHETERHIIBIC L FEEHEEO
WRLEAEERIEZEZONS,

AFRFER LY RIE. A< & LRSI EOFRINCE T 550 E Tl
THEIFBRETAVTEEIRTWA R vy MR, EHEEICBIT 2 AHEER
DEEFBOLNTWT, 47y FENEBROLEL LB EWNEIEEL D
MEEFRAETV)ELBELTAILOEEZ D, (FIZIIAPFIROBERIEREL
1 OOFEEEG)IZR L5 0ms DHFEITPLOAEY, 100ms DHEIE
ZLDAEYERETHLEEETS,) T LT, BHEBEBNTEREZLEL TS
EEFERALTWARNWAEYINRENE, 2055 ABIZE DY 50O CUERE
DL B EEBE2OND, T, AEHEREOEREH 7T —F L0 EF5OHE
SOBWVNZEIAEREOENR LN o2 LY, JEEITHIZ LI
W, CPUD Iy 7 BEEDL S b0 EL ) (FHREKEOESGEEE
BENRD?), ZL DAV EETEHF A7 THERNOICEIUETE S LEZX
e TDEZEEL, AROEBREENLZE VI EEMENMES LB L L. F
ORI DOENI L HEREOEIPFHATE 20 TRV,

SHOBEL LT, BRERORITEEZILICERDZ EICLD, R
BIZBITAEEORERIOBEWVZEII/REBRALNS LE S, HREZL DV
DT, L OWHRE CRITLER, BEMLHERTILENH D, o, BB
HEBREDHIBERIZBWT, ER2FHEIDESTHLEMERNH 5 MBRICINE L
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TWAREICRZDZEND, L OT—FEFBHENRD Z LIZX VERRYI L
R AESITEREDO A v ML B OBREET VL TE 2O TR
M T, bLETMETEEDL, BIEO 2 Pa— 2 OEFREICBIT D40
HEEL VL, IHIZED LWEFAEBESEERTHE TILR VD,
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EIE

EERBEED DI, FHEOBE Y 52 T ESo R ILRFERF
PE LFEMERE T LFER NE BEfE FRICOIVEILBL EFES,

AEOERICIED, BULRHER - HBIS2HEE LEEIEKRFRFERL
FHABETFLFHER R =L BERICOLIVEFHW-LET,

AREEEDDICHT-D, EEREBS2HE F LRI KFRERLFH
RRETIFER MW E— BFRICEIHELEBELETET,

AFEDOT 07T MERIZHT=0, R<FHHI L TWEEWTERFREDOSR
BHFERICLEVEHNZLET, BREKOZH AR RTINET 0 77 LEHE
LOIZEREEMEZST LIETLL Y, AEIZHYNRE D TINVET,

AHEIZEBNT, BHMAHEOKRIWEROWREZ IR ZITTHELWVEL
o, AMEEOHA FRERK, i &K, FE BK, BIERFRFR
BEMHE T AT AHEROER FEITK, WEHEZEORB BEKIZLLVHE
LR L ETFES, RKFERIEREDOFO ZH AR RTNIERY IbEHATL
T7o BEBRE OF 2 IITREHOKTE D T oW TT, FICFE BRICOEE
LTIHZEL DERICH AL TWEFERYIZH Y NE S T8 WE T,

REICHA - ZRBIOEROENT T, 1 EFMRE LI ARBLARZLERED
ENE Lz, Bk ABIZHVBRL I TIVELE,






29

[11] BB & : “FoOE%2 &, HEAKFEHES (2003)

[12] Chase,W.G. & Ericsson,K.A. : “The psychology of learning and motivation, Vol.16”,
Academic Press (1982)



